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Abstract

GPipe is a scalable pipeline parallelism library that en-
ables learning of giant deep neural networks. It partitions
network layers across accelerators and pipelines execution
to achieve high hardware utilization. It leverages recompu-
tation to minimize activation memory usage. For example,
using partitions over 8 accelerators, it is able to train net-
works that are 25× larger, demonstrating its scalability. It
also guarantees that the computed gradients remain con-
sistent regardless of the number of partitions. It achieves
an almost linear speedup without any changes in the model
parameters: when using 4× more accelerators, training the
same model is up to 3.5× faster. We train a 557 million
parameters AmoebaNet model and achieve a new state-of-
the-art 84.3% top-1 / 97.0% top-5 accuracy on ImageNet
2012 dataset. Finally, we use this learned model to finetune
multiple popular image classification datasets and obtain
competitive results, including pushing the CIFAR-10 accu-
racy to 99% and CIFAR-100 accuracy to 91.3%.

1. Introduction
Deep neural networks have advanced many machine

learning tasks, including speech recognition [11], visual
recognition [57, 45], and language processing [17]. Their
successes have been largely due to the model’s capacity to
learn complex features from vast amounts of data. Increas-
ing the size of models has been shown to dramatically im-
prove task performance. One of the most challenging and
popular machine learning tasks is to solve the ImageNet vi-
sual recognition challenge [16], where researchers compete
to create the most accurate model that classifies given im-

Figure 1: Strong correlation between top-1 accuracy on Im-
ageNet 2012 validation dataset and model size for represen-
tative state-of-the-art image classification models in recent
years [49, 50, 23, 54, 24, 57, 45]. Red dot shows 84.3% top-
1 accuracy for a giant AmoebaNet model trained by GPipe.

ages in the dataset. The winner of 2014 ImageNet challenge
was GoogleNet [49], which achieved 74.8% top-1 accuracy
with 4 million parameters. The winner of 2017 ImageNet
challenge went to Squeeze-and-Excitation Networks [24],
which achieved 82.7% top-1 accuracy with 145.8 million
parameters. This corresponds to more than a 36 times in-
crease in the number of parameters in the best visual recog-
nition models, as shown in Figure 1. However, memory
available on accelerators such as GPUs has only increased
from 12 GB in 2014 (Nvidia K40) to 32 GB in 2018 (Nvidia
V100). Hence, training even bigger neural networks can be
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challenging when faced with the accelerator memory limits.
There are increasing needs for scaling up deep neural

networks. Modern machine learning datasets are growing
faster than ever in terms of dataset size and quality. Im-
age classification datasets such as OpenImages, JFT [47],
and hashtagged Instagram [35] contain hundreds of millions
of high definition images. Higher image resolutions pro-
vide greater details of the object but consume more mem-
ory. This leads to a contention between memory allocated
to model parameters and network activations - reinforcing
a need for breaking the accelerator memory limit. The
larger volume of training data helps reduce over-fitting and
facilitates deep neural networks to grow bigger. Mean-
while, the emergence of deep learning super computers such
as Nvidia DGX and Google TPU enables efficient paral-
lelism by providing fast interconnections between accel-
erators. The memory restrictions have limited the scales
of deep neural networks and confine researchers to smaller
scale problems with fewer parameters. For example, while
the average ImageNet resolution is 469 × 387, it has been
shown that increasing input image size can lead to higher
accuracy [23]. However, most current models are engi-
neered to only use input image size 299× 299 or 331× 331
to fit within accelerator memory limits. Our work focuses
on removing this limiting factor of scaling up deep neural
networks.

To overcome the memory limitation, we propose to use
pipeline parallelism to scale up deep neural network train-
ing. We design and implement GPipe, a distributed machine
learning library that uses synchronous mini-batch gradient
descent for training. GPipe partitions a model across dif-
ferent accelerators and automatically splits a mini-batch of
training examples into smaller micro-batches. By pipelin-
ing the execution across micro-batches, accelerators can
operate in parallel. In addition, GPipe automatically re-
computes the forward activations during the backpropaga-
tion to further reduce the memory consumption. Gradients
are consistently accumulated across micro-batches, so that
the number of partitions does not affect the model quality.
Therefore, GPipe allows researchers to easily deploy more
accelerators to train larger models, and also to scale the per-
formance without tuning hyperparameters.

GPipe maximizes memory allocation for model parame-
ters. In experiments, we show that GPipe can support mod-
els up to 25 times larger using 8 accelerators without reduc-
ing the batch size. The implementation of GPipe is very
efficient: with 4 times more accelerators we can achieve a
3.5 times speedup for training giant neural networks. GPipe
can be combined with data parallelism [51] to scale training
in a complementary way.

Finally, we demonstrate the empirical power of giant
neural networks on image classification tasks. We increase
the number of parameters for a AmoebaNet model to 557

millions and train it with input image size of 480 × 480
on ImageNet ILSVRC 2012 dataset. Our scaled-up Amoe-
baNet model attains 84.3% top-1 / 97.0% top-5 validation
accuracy. To the best of our knowledge, it outperforms all
other models trained from scratch on ImageNet dataset 1.
Furthermore, we use this learned giant model as an initial-
ization for training seven datasets that span a wide range
of tasks from general recognition to fine-grained classifi-
cation. We find that giant models perform well on those
datasets, obtaining results that are competitive to state-of-
the-art models. For example, we push the CIFAR-10 accu-
racy to 99% and CIFAR-100 accuracy to 91.3%.

In summary, this paper introduces GPipe, a scalable
model parallelism library for training giant deep learning
models with the following key contributions:
• It supports models up to 25 times using 8 accelerators due

to recomputation and model parallelism.
• It achieves up to 3.5 times speedup with four times more

accelerators using pipelining in our experiments.
• It guarantees consistent training regardless of the number

of partitions due to synchronous gradient descent.
• It advances the performance of visual recognition tasks

on multiple datasets, including pushing ImageNet top-5
accuracy to 97.0%, CIFAR-10 accuracy to 99.0%, and
CIFAR-100 accuracy to 91.3%.

2. Related Work
Deep neural networks typically consist of a sequence

of layers. During training, a neural network first uses the
current model parameters to compute predictions from in-
put mini-batches in the forward pass. Then, the gradients
are computed by backpropagating prediction errors (Fig-
ure 2a). Computing gradients in each intermediate layer
requires both gradients from upper layers and the cached
output activations from the forward pass. Thus, activation
memory requirements typically grow in proportion to the
number of layers, leaving less space for storing model pa-
rameters.

Various efforts have been studied to allow accelerators
to train bigger models. They come with different trade-offs
between memory, performance, and model quality. One
common method is to recompute the forward pass activa-
tions during backpropagation [21, 8], which significantly
reduces memory required to cache activations. However,
this method is still limited by the size of a single accelerator
memory. Another approach is to swap memory between ac-
celerators and the host [15]. However, this approach often
slows down training because of the limited communication
bandwidths between the host and accelerators.

Standard parallelism techniques including data paral-
lelism and model parallelism provide orthogonal ways to

1Mahajan et al.’s model [35] achieved 85.4% top-1 accuracy but it was
pretrained on non public external data (Instagram images with hashtags).



use more accelerators for training. Data parallelism [51] ef-
fectively scales up the global mini-batch size. It lets each
machine compute the gradient on a mini-batch of training
examples. Each machine either synchronously or asyn-
chronously updates the model parameters at the end of each
training step [4, 34]. Data parallelism is widely used due to
its simplicity and effectiveness. Because the batch size is
proportional to the number of machines and different batch
sizes often require different hyperparameters, scaling deep
net training purely by data parallelism has became more
challenging.

Model parallelism is a complementary technique to data
parallelism. A naive strategy is to divide the computation
into partitions and assign different partitions to different ac-
celerators [30, 33]. This approach is straightforward when
networks consist mainly of parallel branches. However,
many deep learning models stack layers sequentially, pre-
senting a challenge to parallelize computation efficiently. A
naive partition strategy may result in only one accelerator
active during computation, significantly underutilizing ac-
celerator compute capacity (Figure 2b).

Pipelining is a common parallel algorithm [32] that inte-
grates model and data parallelism. Petrowski et al. explored
accelerating training neural networks via pipelining on early
parallel machines [43]. Chen et al. used pipeline computa-
tion to approximate expensive backpropagation [9]. Wu et
al. [53] parallelized computation of stacked recurrent neu-
ral networks on GPUs in the pipelining way. Recently,
PipeDream [22] introduced a pipelining approach to reduce
communication overhead for synchronized training using
parameter servers [34]. However, it suffered from incon-
sistency and staleness issues in the backward pass, which
could lead to unstable and poor model quality. PipeDream
maintained multiple versions of model parameters on the
accelerator to address the consistency issue. These con-
straints could prevent PipeDream from scaling up to bigger
models. Similarly, DualPipe [6] optimized pipeline perfor-
mance by assuming that there exists a robust way to predict
future model parameters for back-propagation. Unlike these
approaches, GPipe does not have any inconsistency or stal-
eness issue. It integrates recomputation with pipeline par-
allelism to maximize memory and compute utilization. It
offers effective and efficient synchronous training of large
scale deep neural networks.

3. Methods

This section describes main design features of GPipe.
This library is implemented using the TensorFlow [1]
framework. The core algorithm can be implemented using
other frameworks [27, 7, 40] as well. It will be open sourced
in the coming months.

3.1. Interface

The caller of the GPipe interface specifies a sequential
list of L layers. Each layer specifies its model parameters
wi, its stateless forward computation function fi, and an
optional cost estimation function ci that estimates the static
computation cost of i-th layer given shapes of all inputs to
the layer. Neighboring layers can be combined into a com-
posite layer. For example, the composite layer pk may be
composed of consecutive layers from the i-th layer to the
j-th layer. In this case, pk’s model parameters would be the
union of wi, wi+1, . . . , wj and its forward function would
be Fk = fj ◦ . . . ◦ fi+1 ◦ fi. The corresponding back-
propagation function Bk is derived from Fk using Tensor-
Flow’s automatic symbolic differentiation mechanism. Its
cost estimator is constructed based on ci, ci+1, . . . , cj .

3.2. Algorithm

After users defined their network layers in terms of
model parameter wi, cost estimation function ci and for-
ward computation function fi, GPipe partitions the network
into K composite layers and places k-th composite layer
onto k-th accelerator, where K is the number of partitions
users specified. Communication primitives are automati-
cally inserted by GPipe at the partition boundaries to allow
data exchanging between neighboring partitions. The par-
titioning algorithm is heuristic-based. It simply minimizes
the variance of each composite layer’s estimated cost. We
expect that better partitioning algorithms can potentially im-
prove the performance of GPipe.

During training, GPipe first divides a mini-batch of size
N into T micro-batches at the first layer. Each micro-batch
contains N

T examples. For instance, an image input tensor
with shape [N , H , W , C] is reshaped into [T , N

T , H , W ,
C]. During the forward pass (Figure 2c), the (k + 1)-th ac-
celerator starts to compute Fk+1,t as soon as it finishes the
(t− 1)-th micro-batch and receives inputs from Fk,t. At the
same time, the k-th accelerator can start to compute Fk,t+1.
Each accelerator repeats this process T times to finish the
forward pass of the whole mini-batch. There are still up to
O(K) idle time per accelerator, which we refer to as bub-
ble overhead as depicted in Figure 2c. This bubble time is
O( K−1

T+K−1 ) and amortized by the number of micro-batches
T . The last accelerator is also responsible for concatenating
the outputs across micro-steps and computing the final loss.

During the backward pass, gradients for each micro-
batch are computed based on the same model parameters
as the forward pass. Gradients are applied to update model
parameters across accelerators only at the end of each mini-
batch. Therefore, GPipe maintains the same synchronous
nature of gradient descent, independent of the number of
partitions. This is important because deep learning train-
ing is sensitive to hyperparameters such as learning rate
schedules and dropout probabilities. Such guarantee frees
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Figure 2: (a) An example neural network with sequential layers is partitioned across four accelerators. Fk is the composite
forward computation function of k-th partition. Bk is the corresponding backpropagation function. Bk depends on both
Bk+1 from upper layer and the intermediate activations of Fk. (b) The naive model parallelism strategy leads to severe
under-utilization due to the sequential nature of the network. Only one accelerator is active at a time. (c) Pipeline parallelism
divides the input mini-batch into smaller micro-batches. It enables different accelerators to work on different micro-batches at
the same time. Fk,t and Bk,t refer to forward and backward computation of the t-th micro-batch on k-th partition. Gradients
are applied synchronously at the end of each mini-batch.

researchers from the time consuming process of re-tuning
hyperparameters.

If batch normalization [25] is used in the network, the
sufficient statistics of inputs during training are computed
over each micro-batch, and over replicas if necessary [41].
We also track the moving average of the sufficient statistics
using the entire mini-batch for use during evaluation.

3.3. Optimization

The computation of the backward pass bi(x) at layer i re-
quires both the upper layer gradients bi+1(x) and cached ac-
tivations fi(x). Therefore, the total cached activations need
O(N×L) space without optimization, whereN is the mini-
batch size and L is the number of layers in the network. In
order to reduce activation memory requirements, GPipe re-
computes the forward passes. Each accelerator only stores
output activations at the partition boundaries, rather than ac-
tivations of all intermediate layers within the partition. Dur-
ing the backward pass, the k-th accelerator recomputes the
composite forward function Fk and requires only the cache
activations at the partition boundaries. As a result, the size
of peak activation memory reduces toO(N+ L

K×
N
T ) where

N
T is the micro batch size and L

K is the number of layers in
one partition.

As depicted in Figure 2c, the aggregation of the loss dur-
ing the forward pass introduces a bubble of idleness be-

tween the forward and backward passes. The bubble is
amortized over the number of micro-steps T . In our exper-
iments, we found that the bubble overhead was quite small.
This is partly because recomputation during the backward
pass can be scheduled earlier without waiting for gradients
from earlier layers. Figure 2c assumes partitions are evenly
balanced. However, memory requirements and computa-
tion flops at different layers are often quite imbalanced. For
example, the number of convolution filters doubles every
time there is a reduction in spatial dimensions of the ac-
tivation tensors for many modern image models, such as
ResNet, Inception, NasNets, and AmoebaNets. The ac-
tivation memory footprint per layer decreases linearly at
later layers while the number model parameter per layer
increases quadratically. Therefore, imperfect partitioning
algorithms will lead to load imbalance when partitioning
those layers. Better partitioning algorithms can potentially
improve the performance over our heuristic approach.

4. Results

This section provides detailed analysis of scalability and
performance of GPipe. We evaluated ResNet and Amoe-
baNet in the experiments. ResNet is a representative neu-
ral network for image classification. AmoebaNet was the
previous state-of-the-art image model on ImageNet. Both



networks allowed us to increase the model size by changing
the number of layers or the number of filters. We ran the
experiments on TPU-v2s, each of which has 8 accelerator
cores and 64 GB memory (8 GB per accelerator).

4.1. Memory

GPipe uses recomputation and pipeline parallelism for
better memory utilization. We expect that both methods can
enable bigger models, which we verified experimentally in
this section. To do this, we fixed the input image size at
224 × 224 and the mini-batch size at 128. We studied the
effect of each method on the maximum AmoebaNet model
size that would fit with k accelerators, k ∈ {1, 2, 4, 8}. An
AmoebaNet model consists of a sequence of two repeated
layer modules called normal cell and reduction cell. Nor-
mal cell reserves input activation size. Reduction cell re-
duces the spatial dimension of activation but increases the
activation filter size. The capacity of an AmoebaNet is con-
figured by two hyperparameters, L and F . L defines the
number of normal cells stacked between reduction cells and
F specifies the number of filters in the first normal cell. We
increased L and F until we reached the limits of accelera-
tor memory. We then compared training a model with and
without GPipe on a single accelerator to understand the ben-
efits that GPipe introduces. We also partitioned AmoebaNet
across different number of accelerators to study the payoff
of pipeline parallelism. We reported the maximum model
size, total peak activation memory, and total peak model
parameters memory across accelerators under different sce-
narios in Table 1.

First, we found that GPipe enabled 3.8 times bigger
models on a single accelerator. Without recomputation,
a single accelerator can train up to 82 million model pa-
rameters due to memory limits. Recomputation and mini-
batch splitting reduced activation memory from 6.26GB to
3.46GB, enabling 318 million parameters on a single ac-
celerator. For each model parameter, GPipe consumed 12
bytes, i.e., the parameter itself, its moving average and mo-
mentum each consumes one single precision float.

Second, we saw that with pipeline parallelism the max-
imum model size was proportional to the number of parti-
tions, as expected. GPipe was capable of enabling Amoe-
baNet with 1.8 billion parameters across 8 accelerators, a
5.6 times increase compared to that on a single accelera-
tor. In total, GPipe supported models that are 25 times big-
ger using 8 accelerators in this experiment. The maximum
model size was not a perfect linear function of the num-
ber of partitions because of the non-uniform distribution of
model parameters over layers in AmoebaNet. This made it
challenging to distribute layers evenly across multiple ac-
celerators. With improvements from the partitioning algo-
rithms, GPipe would be capable of allocating even larger
models.

4.2. Performance

In this section, we evaluated various factors that trade-
off GPipe performance for better memory utilization. For
example, recomputation of forward passes reduces activa-
tion memory but inevitably introduces computation over-
head. Pipeline parallelism partitions networks across accel-
erators, but it can have overheads such as imbalanced work-
load and bubbles of idleness. It also requires setup time to
divide and reshape the inputs. In our experiments, we mea-
sured the effects of pipeline parallelism and recomputation
on the model throughput of ResNet-101 and AmoebaNet-D
(4, 512). We fixed the image size at 224×224. We adjusted
the mini-batch size to maximize the throughput. To isolate
the effects of pipeline parallelism, we used k accelerators to
train a model with k partitions. Since training AmoebaNet-
D (4, 512) requires at least two accelerators, we reported the
speedup with respect to no pipelining case with two parti-
tions in Figure 3a. We reported speedup of ResNet-101 with
respect to the sequential case without recomputation in Fig-
ure 3b. To assess the overhead cost, we carefully studied
the trace files from ResNet-101 runs to identify key factors
that affect performance. We also examined how the effects
of these factors change with the number of partitions in Fig-
ure 4a and 4b.

We observed that the benefits of pipeline parallelism out-
weigh the performance overhead introduced. We saw an
almost linear speed up in training AmoebaNet-D (4, 512).
Compared to the naive approach with two partitions, dis-
tributing AmoebaNet-D (4, 512) across four times more ac-
celerators achieved 3.5 times speedup. ResNet-101 is a rel-
atively smaller model that doesn’t need model parallelism
for training. But it allowed us to analyze system perfor-
mance easily. The relative throughput of ResNet-101 us-
ing GPipe with one partition is 0.8. Recomputation thus
introduced about 25% overhead. As ResNet-101 was dis-
tributed across more accelerators, performance increased. It
achieved about 3 times speedup with 8 accelerators. In both
examples, GPipe provided a way to increase throughput us-
ing more accelerators, complementary to the traditional data
parallelism approach.

To study opportunities for future performance improve-
ments, we identified key factors that would affect GPipe
performance. We measured the times spent on different ac-
tivities listed in Figure 4a. We showed the distributions of
these times for ResNet-101 with 2 and 4 partitions in Fig-
ure 4a and 4b, respectively. We found that recomputation
time was the main contributor to GPipe overhead, taking
up to 23% of the total step time. Another source of over-
head was load imbalance. With two partitions, it was only
3.2%, but with four partitions, it rose up to 10.9% over-
head. It is increasingly difficult for load balancing with
more partitions in the network. Thus finding a good par-
titioning algorithm can help reduce this overhead in gen-



Naive-1 Pipeline-1 Pipeline-2 Pipeline-4 Pipeline-8

AmoebaNet-D (L, F) (6, 208) (6, 416) (6, 544) (12, 544) (24, 512)
# of Model Parameters 82M 318M 542M 1.05B 1.8B
Total Peak Model Parameter Memory 1.05GB 3.8GB 6.45GB 12.53GB 24.62GB
Total Peak Activation Memory 6.26GB 3.46GB 8.11GB 15.21GB 26.24GB

Table 1: Maximum model size of AmoebaNet supported by GPipe under different scenarios. Naive-1 refers to the sequential
version without GPipe. Pipeline-k means k partitions with GPipe using k accelerators. L and F control the number of layers
and the number of filters of AmoebaNet, respectively. We recorded maximum model size by increasing L and F until we
reached the limits of accelerator memory in each scenario. Input image size was 224×224 and the batch size was 128. GPipe
divided the mini-batch into 16 micro-batches. It supported up to 1.8 billion parameters with 8 accelerators. Total peak model
parameter memory and activation memory across all accelerators are also shown.

(a) (b)

Figure 3: (a): Performance of AmoebaNet-D (4, 512) under different scenarios. This model could not fit into one acceler-
ator. It achieved 3.5 times speedup comparing to the baseline case naive-2: naive model parallelism with 2 partitions. (b):
Performance of ResNet-101 under different scenarios. Pipeline-k means k partitions with GPipe using k accelerators. The
baseline naive-1 refers to the sequential version without GPipe. The image size for both models was fixed at 224×224. Note
that ResNet-101 is a small model that won’t be beneficial from any model parallelism. But it allowed us to analyze system
performance and identify overheads easily.

(a) Two Partitions (b) Four Partitions

Figure 4: Time step breakdowns from ResNet-101 runs with 2 (a) and 4 (b) partitions, respectively. We analyzed the trace
files and measured the times spent on different categories. Setup overhead measured the time to divide and reshape the inputs
for pipelining. Bubble overhead measured the idle time between forward and backward passes. Load imbalance measured
the waiting time for the next mirco-batch due to imbalanced partition. Recompute accounted for the recomputation time
during back pass. Weight update measured the time for applying gradients.



eral. The theoretical bubble overhead is O( K−1
T+K−1 ) where

K is the number of partitions and T is the number of micro-
batches in each mini-batch. The observed bubble overhead
was slightly lower than the theoretical value partly because
recomputation was scheduled early to overlap with the bub-
ble. Weight update time for gradients aggregation at the end
of pipeline was also small thanks to high-speed interconnec-
tions between the accelerators.

4.3. Model quality

4.3.1 Consistent Training

GPipe performs synchronous training over the micro-
batches. In this section, we verified the hypothesis that the
end-to-end convergence accuracy using GPipe is the same
within statistical errors, regardless of the number of parti-
tions. We trained AmoebaNet-D (2, 128) several times for
35 epochs and measured the final validation accuracy on
ImageNet. We chose AmoebaNet-D (2, 128) since it was
the winning image model by training cost in the DAWN-
Bench competition [12]. We adopted the same hyperparam-
eters and training procedure reported in DAWNBench.2 As
a baseline, we trained AmoebaNet-D (2, 128) 5 times using
the official open source implementation and computed the
mean and standard deviation of the final accuracy. Using the
same hyperpameters and training procedures, we trained the
same network using GPipe with 1, 2, 4 and 8 partitions. We
found that the resulting accuracy fell within two standard
deviations from the mean, as expected.

4.3.2 Scaling up Giant Models

We verified the hypothesis that scaling up existing neu-
ral networks can achieve even better model quality. As
a proof of concept, we trained an AmoebaNet-B (6, 512)
with 557 million model parameters and input image size of
480× 480 on the ImageNet ILSVRC-2012 dataset. We fol-
lowed the same hyperparameters and input pre-processings
as described in [45] to train AmoebaNet-B (6, 512). We
employed the RMSProp optimizer with a decay of 0.9 and
ε = 0.1, L2 regularization λ = 4 × 10−5, label smoothing
coefficiency 0.1 and an auxiliary head with weight 0.4. We
applied the same drop-path schedule to intermediate lay-
ers as in NasNet [57], and dropout to the final layer with
probability 0.5. We used a learning rate schedule that de-
cays every 3 epochs at a rate of 0.97 with an initial learn-
ing rate of 0.00125 times the batch size. The network was
divided into 4 partitions, and we performed training using
both model and data parallelism. We adopted mixed preci-
sion training [37] where activations are represented in half
precision. Unlike other mixed precision training strategies,

2https://github.com/stanford-futuredata/
dawn-bench-entries/blob/master/ImageNet/train/
google_amoeba_net_d_tpu_tensorflow18.json

we didn’t scale the loss values thanks to the wide dynamic
range of bfloat16 on TPUs. We used ImageNet ILSVRC-
2012 dataset for training and reported the validation accu-
racy in table 2. This giant model reached 84.3% top-1 /
97.0% top-5 validation accuracy with single-crop.

4.3.3 Transfer Learning

Large neural networks are not only applicable to datasets
like ImageNet, but also relevant for other datasets through
transfer learning [44, 19, 46]. One successful approach to
transfer learning is to use ImageNet pre-trained models as
initialization for training on a target dataset. In this section,
we will evaluate the transfer learning performance for the
best giant model found in Section 4.3.2 that achieved 84.3%
top-1 accuracy on ImageNet.

We ran transfer learning experiments on the following
datasets: CIFAR-10, CIFAR-100 [31], Birdsnap [2], Stan-
ford Cars [29], FGVC Aircraft [36], Oxford-IIIT Pets [39],
and Food-101 [3]. This spanned a range of tasks from gen-
eral object recognition to fine-grained classification.

We trained a AmoebaNet-B (6, 512) model for each of
these datasets. We changed the number of output units in
the last softmax classification layer to the number of classes
in the target dataset. This softmax layer was initialized ran-
domly, while all other layers were initialized with the best
parameters trained on ImageNet. We selected the learn-
ing rate and L2 weight regularization parameters for each
dataset on a hold-out subset of training dataset. For other
hyperparameters we used the same ones as in ImageNet
training. We adopted image pre-processing procedure that
is widely used for training CIFAR datasets. In all our trans-
fer learning experiments, input images to the network dur-
ing training were resized to 480× 480, horizontally flipped
randomly and augmented using cutout [18]. We trained the
models for 20, 000 steps using stochastic gradient descent
with momentum. Each mini-batch contained 256 examples.
We reported the averaged single-crop accuracy on test sets
across 5 fine-tuning runs for each dataset.

We found that our giant models performed well on the
target datasets, obtaining results that were competitive to
state-of-the-art models in Table 3. For example, they re-
duced CIFAR-10 error rate to 1% and CIFAR-100 error rate
to 8.7%. These results corroborated Kornblith et al. [28]
findings that ImageNet performance correlated well with
transfer learning performance.

5. Discussion
Our work validates the hypothesis that bigger models

and more computation would lead to higher model quality.
This hypothesis is also supported by past advances in vi-
sual recognition tasks shown in Figure 1 and the recent pro-
gresses in other fields such as BigGAN [5] and BERT[17].

https://github.com/stanford-futuredata/dawn-bench-entries/blob/master/ImageNet/train/google_amoeba_net_d_tpu_tensorflow18.json
https://github.com/stanford-futuredata/dawn-bench-entries/blob/master/ImageNet/train/google_amoeba_net_d_tpu_tensorflow18.json
https://github.com/stanford-futuredata/dawn-bench-entries/blob/master/ImageNet/train/google_amoeba_net_d_tpu_tensorflow18.json


Model Image Size # Parameters Top-1 Accuracy (%) top-5 Accuracy (%)

Incep-ResNet V2[48] 299× 299 55.8M 80.4 95.3
ResNeXt-101 [54] 299× 299 83.6M 80.9 95.6
PolyNet[56] 331× 331 92.0M 81.3 95.8
Dual-Path-Net-131[10] 320× 320 79.5M 81.5 95.8
SENet∗ [24] 320× 320 146M 82.7 96.2
AmoebaNet-C (6, 228)[13] 331× 331 155.3M 83.5 96.5
AmoebaNet-B (6, 512) 480× 480 557M 84.3 97.0

Table 2: Single-model, single-crop classification accuracy for AmoebaNet-B (6, 512) compared to other published state-of-
the-art models on ImageNet ILSVRC 2012 validation dataset. Data in the this table suggested that better model quality might
be obtained by higher model capacity (# of parameters) and more computation (larger input image size). Note that Mahajan
et al.’s model [35] achieved 85.4% top-1 accuracy but it was pretrained on non-public external data (Instagram images with
hashtags). *Hu et al. reported 2.25% classification error using an ensemble of models with multiple crops on ImageNet 2017
test dataset, which is different from the ImageNet 2012 validation dataset in this table.

Dataset # Training Examples # Test Examples # Classes Our Model Accuracy (%) Previously Reported Result (%)

CIFAR-10 50,000 10,000 10 99.0 98.5 [13]
CIFAR-100 50,000 10,000 100 91.3 89.3 [13]
Stanford Cars 8,144 8,041 196 94.6 94.8∗ [13]
Oxford-IIIT Pets 3,680 3,369 37 95.9 93.8∗ [42]
Food-101 75,750 25,250 101 93.0 90.4∗ [14]
FGVC Aircraft 6,667 3,333 100 92.7 92.9∗ [55]
Birdsnap 47,386 2,443 500 83.6 80.2∗ [52]

Table 3: Transfer learning results using AmoebaNet-B (6, 512) initialized with the best ImageNet model, using an input
image size of 480× 480 and single crop at test time. Our results were averaged across 5 fine-tuning runs. Baseline results for
CIFAR-10 CIFAR-100, and Stanford Cars from Cubuk et al. [13] were directly trained from scratch. For all other datasets,
the baselines used some form of ImageNet pre-training. *For some datasets, Ngiam et al. [38] achieved better results by
pre-training with data from a large private dataset (JFT-300M).

Those results suggest that accuracy improvements of ma-
chine learning tasks may be obtained by further increases
in the scale of neural networks beyond the limits of acceler-
ator memory. Moreover, the availability of bigger datasets
such as JFT-300M [47] and hashtagged Instragram [35] also
reduces risks of over-fitting and encourages giant networks
with higher capacity.

GPipe supports models up to 2-billion parameters with
8 accelerators in our experiments, inviting future research
on searching efficient network architectures with billions of
parameters. As a proof of concept, we only scaled up the
capacity of AmoebaNet to 557-million parameters by dou-
bling the number of filters in our experiments. It doesn’t
mean that it’s the most effective way to grow the model
size. There might exist better ways for model augmenta-
tion like increasing the number of layers or employing more
branches of transformations.

GPipe allows us to revisit some of choices in network
architecture design that might be made due to limited accel-
erator memory. For example, one of design choices of ex-

isting image classification models is to aggressively reduce
the spatial dimensions of inputs at the first few layers. Em-
ploying convolution or pooling layers with non-unity stride
values at the beginning greatly reduces the activation mem-
ory requirement. Some lower level input features might be
omitted because of the aggressive early reductions. We ver-
ified this hypothesis by running a control experiment that
compared aggressive reduction with delayed reduction. We
reduced the stride value of the first convolution layer and
increased the stride value at the last convolution layer on
AmoebaNet-D (2, 256). As a result, the activation memory
footprint increased four times but the model size stayed the
same. This change improved the ImageNet top-1 accuracy
of the network from 78.1% to 82.7%.

GPipe can scale training by employing even more accel-
erators without changes in the hyperparameters. Therefore,
it can be combined with data parallelism to scale neural
network training using even more accelerators in a comple-
mentary way. Pure data parallelism with stochastic gradient
descent runs into inferior model generalization issues when



the size of the global mini-batch is extremely large. Signifi-
cant re-tuning and optimization is required to train on Ima-
geNet without loss of accuracy when the global mini-batch
size is greater than 8k [20, 26].

GPipe enables pipeline parallelism for any neural net-
works that consist of sequence of layers. It can be further
applied to more deep learning tasks such as object detec-
tion, image segmentation, and natural language processing.
The training efficiency of GPipe can be further improved by
better graph partition algorithms.

6. Conclusion

In this work, we introduce GPipe, a scalable model par-
allelism library that addresses the memory bottleneck for gi-
ant neural networks. It allows researchers to explore deeper
and more complex deep learning models. For example,
GPipe supports models up to 25 times larger with 8 ac-
celerators, demonstrating its scalability. Moreover, it can
achieve a 3.5 times speedup with 4 times more accelera-
tors without tuning. In all cases, it converges to the same
accuracy as the sequential version without any changes to
the model hyperparameters. Furthermore, we demonstrate
the power of our framework by training a giant AmoebaNet
model that achieves 84.3% top-1 / 97.0% top-5 ImageNet
validation accuracy, 99% CIFAR-10 accuracy, and 91.3%
CIFAR-100 accuracy.
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